Climatic variation alters supply-side ecology: impact of climate patterns on phytoplankton and mussel recruitment
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Abstract. Climate change will modify ecosystems, but a dearth of long-term data sets on critical ecological factors makes prediction of mechanistic pathways and scope for ecological changes difficult. Using 14–18 year time series of phytoplankton abundance and mussel recruitment at up to 10 sites along 320 km of coast in a rocky intertidal ecosystem, we examined the influence of climatic variation at 3–7 year (El Niño-Southern Oscillation [ENSO]), 7–10 year (North Pacific Gyre Oscillation [NPGO]), and 20+ year (Pacific Decadal Oscillation [PDO]) timescales. Phytoplankton and mussel recruitment revealed order-of-magnitude increases and seasonal shifts in the 2000s compared to 1989–1999, but seasonal shifts were in opposite directions with phytoplankton blooms occurring earlier and recruitment occurring later in the year. The NPGO had the strongest relationships with both phytoplankton and recruitment, while relationships between these factors and ENSO and PDO were weak. Increases were associated with cooler ocean temperature and intensification in the ocean gyre-scale circulation reflected in a stronger North Pacific Current (NPC). Phytoplankton abundance and mussel recruitment were positively correlated, suggesting that increases in larval food may have driven the changes in mussel recruitment. With our prior demonstration that mussel growth rate is sensitive to phytoplankton concentration, these results suggest an important effect of bottom-up forcing on the dynamics of coastal mussel populations. We conclude that central supply-side ecological processes in coastal ecosystems are sensitive to long-term ocean basin-scale oceanographic and atmospheric fluctuation. Despite these changes, intertidal community dynamics have changed only in relatively subtle ways, suggesting a role for local ecological interactions in dampening the effects of dominant modes of climate forcings in coastal ecosystems.
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INTRODUCTION

Diverse and productive coastal ecosystems, and the ecosystem services they provide (Millenium Ecosystem Assessment 2005) may be particularly sensitive to the impacts of global warming because of the tight associations between atmospheric forcing, nutrient inputs, and propagule transport in marine ecosystems (Harley et al. 2006). The fate of coastal ecosystems is of intense concern and interest not just because of this sensitivity to climate, but also due to their great economic and sociological importance to humanity. For example, concern about the impacts of anthropogenic-driven coastal hypoxia and anoxia (“dead zones”), already common around the world (Diaz 2001, Rabalais et al. 2001, Diaz and Rosenberg 2008), has recently been heightened by the discovery of new hypoxic/anoxic coastal regions that are driven by apparent alterations in coupled ocean-atmosphere forcings and not by nutrient runoff from land (e.g., Grantham et al. 2004, Chan et al. 2008, Shaffer et al. 2009). The ultimate drivers of such climatic shifts are not yet understood, nor are the ecosystem consequences, and identifying these and related phenomena warrants sharply focused scrutiny.

This example highlights a major problem facing coastal ecologists: our knowledge of the dynamics of coastal ecosystems remains limited, especially at the spatial and temporal scales necessary to understand responses to climate change. Lengthy ecological time series data sets are required to gain a temporal perspective on contemporary patterns and their trends (Parmesan and Yohe 2003), but such data sets are limited, especially in marine ecosystems (Duarte et al. 1992, Richardson and Poloczanska 2008). Long-term and large-scale data sets on ecological dynamics and associated physical and meteorological changes are sorely needed.

Propagule (larvae, spores, seeds) inputs can be a key factor in determining community structure (Underwood and Denley 1984, Menge and Sutherland 1987, Denny and Paine 1998, Connolly and Roughgarden 1999,
Although some climatic patterns, such as the El Niño-Southern Oscillation (ENSO) vary on relatively short timescales (3–7 years), others such as the Pacific Decadal Oscillation (PDO; 20–30 years) and the recently identified North Pacific Gyre Oscillation (NPGO; ~10 years; see Di Lorenzo et al. 2008) last much longer. Most long-term ecological data sets are far shorter than several cycles of the longer climate patterns, and thus our ability to resolve ecosystem impacts of these longer climate changes in relation to cycle periodicity is very limited. Nonetheless, examining the relationships between ecological rates or processes and dominant climatic cycles, even for shorter than optimum time series, may offer insight into the potential for climate change to impact key ecological processes in open marine communities (Menge et al. 2008). Using data sets ranging in length from 14 to 18 years, we investigated the possible factors underlying dramatic shifts in the recruitment of mussels along the Oregon coast. We ask four questions: (1) What are the long-term patterns of recruitment of mussels, *Mytilus* spp., and abundance of phytoplankton along the Oregon coast? (2) How have these patterns changed? (3) What is the relationship between phytoplankton abundance, a primary food source for mussel larvae, and mussel recruitment? (4) How are phytoplankton abundance and mussel recruitment related to ENSO, PDO, and NPGO climate cycles?

We show that mussel recruitment increased dramatically in the 2000s compared to the 1990s, that recruitment was positively related to phytoplankton abundance during this time, that seasonal peak abundances of these components shifted in opposite directions, and that variation in phytoplankton and recruitment were most strongly associated with variation in NPGO, and showed weaker associations with ENSO (using the multivariate El Niño-Southern Oscillation Index or MEI) and PDO indices during this time period.

**METHODS**

**Study sites**

In 1989, monthly sampling of mussel recruitment was initiated at two sites, Boiler Bay and Strawberry Hill (Fig. 1). To increase the spatial resolution and geographic range of these studies, we added sites in 1994 (Fogarty Creek, Seal Rock), 1995 (Cape Meares, Cape Arago), 1997 (Yachats Beach), 1999 (Tokatee Klootchman), and 2000 (Cape Blanco, Rocky Point). Phytoplankton sampling commenced in 1993 at Boiler Bay and Strawberry Hill, and other sites were added in 1994 (Cape Meares, Fogarty Creek, Seal Rock, Cape Arago, Cape Blanco), 1998 (Yachats Beach), 1999 (Tokatee Klootchman), and 2003 (Rocky Point). Thus the longest time series was 18 years for recruitment and 14 years for phytoplankton.

**Recruitment**

Quantification of recruitment employed plastic mesh ovoids ("tuffies"; SOS, The Clorox Company, Oakland,
densities were standardized to the number of mussel individuals in their first settlement spot. Recruitment and settlement (Bayne 1964). Our method does not allow for rare events that may compromise settlement factors such as recruitment, defined as the number of competent individuals surviving for several days up to a month. Recruitment is distinct from settlement, defined as the number of planktonic individuals attaching to the substratum over a period of up to two days. Mussels with a diameter of 0.25 mm are competent to settle and are here defined as "recruits." Mussel juveniles are well known to be able to detach and reattach, a process known as secondary recruitment. "Recruits"']['juvenile mussels that appear on the shore within a week of larval settlement are always positive (Rilov et al. 2008). Consequently our monthly estimates of recruit density are affected by both settlement and post-settlement factors. We realize that comparisons could be compromised if post-settlement factors impose density-dependent mortality on recruit numbers. Evaluation of this issue (Broitman et al. 2008) suggests that post-settlement mortality is primarily density independent. For example, comparing average monthly recruit densities to the maximum density ever observed indicates that only 1.14% of the possible maximum mussel recruitment density is reached, suggesting density-dependent effects from other mussel recruits is unlikely. Further, for barnacles, the relationship between recruit density and density of settlers (cyprids) found on monthly plates (i.e., those larvae that have settled within the past 24 hours) is always positive (Broitman et al. 2008; B. A. Menge and M. Foley, unpublished manuscript). Limited data are available for mussels, but here too, regressions between recruits and settlers appear positive (Rilov et al. 2008).

Caveats.—Because of trade-offs inherent in different sampling frequencies and intensities, our sampling frequency does not allow the evaluation of mechanisms of larval transport. That is, monthly estimates of recruitment cannot resolve the effects of processes such as tidal bores, internal waves, current reversals and other processes that operate on scales of hours to days to weeks and are presumably the physical means by which larvae are delivered to the shore (e.g., Pineda 1999, Shanks and Brink 2005, Pineda et al. 2007). Assessing the importance of these processes in determining larval transport and settlement requires high-frequency sampling scaled to match their temporal patterns of variability (e.g., Tapia et al. 2004). High-frequency sampling is time consuming and costly, however, so available resources typically limit spatial and temporal scales to one or few sites and relatively short time spans. However, monthly sampling is sufficient to determine the cumulative effect of the suite of oceanographically mediated transport mechanisms that determine the apparent rate of mussel recruitment at a given site during that period.

Although morphological characteristics have been used by some workers to distinguish between Mytilus trossulus and M. californianus juveniles (Martel et al. 1999), in our experience using such methods to distinguish between the larvae of mussel species has been unreliable. Our samples have also included the occasional individual of Modiolus sp. (an estuarine species), but these easily can be distinguished morphologically from Mytilus and are scarce. Our analyses thus examined how pooled numbers of mussel (= Mytilus spp.) recruits responded to the different factors examined. This raises the possibility that patterns observed are confounded by inclusion of different mussel species that may vary differently in response to various environmental factors. Judging from the species composition of the juvenile mussels that appear on the shore in winter (a few months after the heaviest settlement pulses; Menge et al. 1994, Navarrete and Menge 1996, Navarrete et al. 2000), most recruits are M. trossulus.

Comparison of monthly samples to monthly estimates of climate and upwelling indices assumes that recruitment reflects the net effects of variation in sea-surface temperature (the basis of ENSO and PDO indices; Wolter 1987, Francis et al. 1998) and ocean circulation (the basis of NPGO; Di Lorenzo et al. 2008). While variation in these measures can be estimated on a daily basis, and variation in phytoplankton and recruitment can clearly occur on daily timescales, analyses presented elsewhere (Broitman et al. 2008) indicate that evaluation...
at monthly scales is a robust reflection of climatic variation.

**Phytoplankton**

We quantified the concentration of chlorophyll \(a\) (hereafter termed chl \(a\)), a proxy for phytoplankton abundance, in bottle samples taken from shore at each site (Menge et al. 1997, Leslie et al. 2005, Barth et al. 2007). Samples were taken daily to monthly during the April–October upwelling season. Annual and monthly mean chl \(a\) by site was calculated as the average of the sample means during the upwelling season. As noted previously (Menge et al. 2008), chl \(a\) was on average low in winter (2.5 ± 0.3 mg/L; \(n = 29\)) compared to summer (14.3 ± 0.9 mg/L; \(n = 379\)). In contrast to summer sampling, winter sampling was sparse and uneven among sites, so it seemed reasonable to limit comparisons to upwelling season estimates.

At low tide, replicate \((n = 3–5)\) acid-washed opaque plastic 250-mL bottles (HDP; high density polyethylene) were filled at a depth of 30–50 cm below the surface. Fifty milliliters of water were immediately filtered in the field through 25-mm pre-combusted Whatman GF/F glass-fiber filters with a pore size of 0.7 \(\mu\)m. Filters were stored on ice and returned to the laboratory where chl \(a\) concentration was determined using a Turner Designs TD-700 fluorometer (Turner Designs, Sunnyvale, California, USA) after extraction in 90% HPLC acetone for 12 h in the dark at −20°C. Prior calibrations of the fluorometer were done using pure chl \(a\) standards.

**Climatic patterns**

In our analyses we compared monthly measures of mussel recruitment and chl \(a\) concentration to monthly values of indices for ENSO (using the MEI index), PDO and NPGO. Data for the MEI, PDO, and NPGO were downloaded from web sites.\(^4\)\(^5\)\(^6\) By convention, values of the MEI and PDO indices >0 indicate warm water conditions (El Niño = MEI > +0.5) and indices <0 indicate cool water conditions (La Niña = MEI <−0.05). The newly identified NPGO is based on analysis of sea-surface temperature anomalies and sea-surface height anomalies, and according to Di Lorenzo et al. (2008) “reflects changes in wind forcing and the intensity of North Pacific gyre-scale circulation.”

**Tide height**

At each site, mussel recruit collectors were placed in the vertical center of the mussel bed in positions that remained fixed through time. However, mussel bed height can vary among sites (Menge et al. 1994). To determine if among-site variability in the height at which collectors were deployed contributed to recruitment variation, we measured the height above mean lower low water (MLLW) of each collector at each site using surveying methods (Menge et al. 2008). The positions of collectors were fixed so we took height measurements once, in July 2007.

**Sea level**

To test the possibility that mussel recruitment varied with changes in sea level, we obtained monthly sea level data for South Beach, Oregon (44°22’48” N, 124°1’48” W) from the Joint Archive for Sea Level (JASL; data available online).\(^7\) South Beach is centrally located among our study sites with the longest time series (Fig. 1; in order from north, FC, BB, South Beach, SR, and SH). Since the nearest sea level stations to the north (Tillamook, Oregon) or south (Charleston, Oregon) were quite distant from these four core sites with the longest time series, we assumed that sea level measures obtained for South Beach applied to all four sites.

**Data analysis**

Ideally, because of the likelihood of temporal autocorrelation in some of our data sets, time series analysis approaches would be employed. In fact, preliminary analysis suggested that for mussel recruitment, significant autocorrelation exists between samples taken within three-month windows. However, the recruitment data are not continuous, with occasional data gaps ranging from one to three months, and thus violate the requirement of regularity in sampling intervals for time series analysis (Chatfield 2004). Further, the phytoplankton data were taken at very irregular time intervals with most sampling occurring in the upwelling season and little in fall or winter. For these reasons, we primarily used analysis of variance and regression approaches in data analysis. Because of the potential confounding due to autocorrelation in some data sets, we interpret our analyses cautiously.

Data were analyzed using JMP 7.0 (SAS Institute 2007). Two-way analysis of variance (ANOVA) tested the effect of month and decade on monthly recruitment of mussels and on chl \(a\) at each site. Data were normalized prior to analysis using log-transformations (\(\ln(x + 1)\)). Levene’s test evaluated the assumption of homogeneity of variances; in cases where the assumption was violated, we used Welch ANOVA tests (allows unequal variances) to check for consistency with the results of two-way ANOVA tests on main effects (see Appendix A). In all relevant cases, the violation of the assumption of equal variances did not influence results. In all cases, we examined residuals visually to evaluate the assumption of normality. Leverage plots were inspected to identify outliers. We used linear regression to examine the relationships between phytoplankton abundance or mussel recruitment and each climate index. We used multiple regression to test the dependence of mussel recruitment on phytoplankton abun-
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4  [http://cdc.noaa.gov/ENSO/enso.mei_index](http://cdc.noaa.gov/ENSO/enso.mei_index)
6  [http://www.ocean3d.org/npgo](http://www.ocean3d.org/npgo)
7  [http://uhslc.soest.hawaii.edu/uhslc/jasl](http://uhslc.soest.hawaii.edu/uhslc/jasl)
dance and the NPGO. Because of multicollinearity among the different indices (data not shown), we do not present multivariate analyses examining relationships among phytoplankton abundance or mussel recruitment and the climate indices combined.

Phytoplankton typically respond to nutrient pulses within three days, so our regression analyses of chl \( a \) assumed no lag between the climate index and the chl \( a \) value: means of chl \( a \) samples were regressed against mean indices for the same month. In contrast, since larval durations are two to four weeks (Strathmann 1987), we incorporated a one-month lag in recruitment analyses: monthly mean recruitment data were regressed against index values from the previous month.

**Results**

**Mussel recruitment**

**Inter-decadal change.**—Several patterns are evident in the mussel recruitment time series across the ten study sites (Fig. 2). Most obviously, in 2000 mussel recruitment increased dramatically and synchronously at most sites. This pattern persisted for several years, from 2000 to 2004, and at several sites (BB, SH, TK, CA, CB) to 2005. In 2006, peak recruitment was similar to that observed prior to 2000. Comparing overall average recruitment from the first (1989–1999) to the second period (2000–2006) reveals that for sites with the longest time series, recruitment was greater in the 2000s at all but the northern- and southernmost sites (CM and CA, Fig. 3).

Mussel recruitment also varied consistently in space and time. Among-site variation in mussel recruitment, for example, was substantial, with peak densities spanning almost three orders of magnitude (Fig. 2; note scale differences on y-axis). These among-site differences were generally persistent through time, even through the period of the huge increase in recruitment observed in the 2000s (Fig. 3; only the ranks of CM and SR switched from 1989–1999 to 2000–2006, see also Navarrete et al. 2008). In general, mussel recruitment tended to be higher at the northern sites (Fig. 2, CM to TK) than at the southern sites (CA to RP), a trend noted earlier by Connolly et al. (2001) and Menge et al. (2004). Note also that sites in close proximity (e.g., FC and BB, ~500 m apart) sometimes had very different recruitment rates.

**Seasonal change.**—At several sites, mostly those with the longer time series, a shift in seasonality of recruitment accompanied the inter-decadal shift in mussel recruitment density (Fig. 4). In the 1989–1999 decade, peak mussel recruitment tended to occur in summer, primarily July and August. After 2000, however, recruitment peaks shifted by one to three months, usually occurring in September or October, and recruitment by month became more variable (Fig. 4). As noted above for overall changes in recruitment density, the northern- and southernmost sites did not show major changes in seasonality, except for October at CM. Monthly comparisons at YB, CA (Fig. 4), TK, and CB (not shown) were all limited by either relatively few pre-2000 sample month–years, or months in the 1989–1999 period for which no data were available. At YB, the higher overall recruitment in the 2000s and the significant main effect of month (Fig. 3, Appendix A: Table A1) suggests that with a larger pre-2000 sample, between-month differences would have been detected.

**Phytoplankton**

What caused the increases in mussel recruitment and the shift in seasonality? Two possibilities are shifts in food availability and in current patterns. Mussel larvae feed on components of phytoplankton as well as detritus and bacteria (Bayne 1983, Lutz and Kennish 1992), so we examined the relationship between phytoplankton concentration and mussel recruitment.

**Inter-decadal change.**—As with mussel recruitment, annual patterns of upwelling season (April–September) chl \( a \) varied among sites and among years (Fig. 5). Interannual variation often occurred synchronously among adjacent sites (e.g., 1997 vs. 1994–1996 for at least the four northern sites), and sometimes across all sites (e.g., 1999 vs. all other years) but interannual synchrony was less striking than occurred with mussel recruitment (Fig. 2). For five of eight sites with sufficiently long time series, chl \( a \) varied by decade (two-way ANOVA, decade × site interaction, \( P = 0.025; \text{df} = 8, 1034, R^2 = 0.321 \)). Higher chl \( a \) occurred in the 2000s at FC (\( P < 0.0001 \)), BB (\( P < 0.0001 \)), YB (\( P = 0.036 \)), SH (\( P < 0.0001 \)), and CA (\( P = 0.003 \)), but did not differ between decades at the northernmost site CM (\( P = 0.19 \)), at centrally located SR (\( P = 0.09 \)) or at the southernmost site CB (\( P = 0.94 \)).

**Seasonal change.**—In addition to the inter-decadal increase in phytoplankton concentration, analysis of changes by month in the upwelling season (April–September) suggests that phytoplankton blooms shifted in season, occurring about a month earlier in the season at several sites including FC, YB, and SH (Fig. 6; Appendix A: Table A2, month effect or month × decade effect). Linear contrasts (Fig. 6, Appendix A: Table A2) suggest that at FC, YB, SH, CA, and perhaps SR the peak was typically in August in 1993–1999 and in July in 2000–2007. No obvious change in seasonality was observed at CM, BB, or CB.

**Association between food concentration and recruitment.**—Analyzing combined data from the four sites with the longest time series (FC, BB, SR, SH) reveals that mussel recruitment increases with increasing phytoplankton concentration (Fig. 7; \( P < 0.0001, R^2 = 0.16 \)). This suggests that the higher food concentration that occurred at these sites in the 2000s could be at least partly responsible for the increases in recruitment. However, this inference simply alters the question to what factor(s) are responsible for the shifts in phytoplankton concentration? Both nutrient inputs and transport processes are likely explanatory variables correlated with the climatic indices we are examining.
Fig. 2. Time series of mussel recruitment (monthly mean number of recruits per day; error bars not shown for clarity) at 10 sites along the Oregon coast (see map in Fig. 1). Note that y-axis scales differ among sites.
and disentangling these two processes is not possible given the data available since other processes such as changes in currents or sea level might also contribute to the change in mussel recruitment. For example, the large amount of variation not explained by chl a concentration in Fig. 7 (~84%) seems a clear indication that other factors are involved. The asynchrony in the interdecadal shift between seasonal patterns of phytoplankton (earlier at more than half the sites, from August to July) and mussel recruitment (later at most sites, from July–August to September–October) also suggests that despite the positive relationship in Fig. 7, factors other than simple trophic linkages may underlie aspects of the observed shifts. Finally, the among-site variation in these responses suggests that local- to mesoscale variability in space is also likely to influence the pattern of interdecadal change. Thus, the observed patterns suggest that both large-scale and smaller-scale processes may have influenced long-term patterns of recruitment. Below we address the possible influences of climate patterns, sea level and variation in the height of deployment of collectors on the shore.

Climatic factors

From 1989–2007, all three of the climate patterns fluctuated between the extremes of each type of cycle (Fig. 8). For example, the 1990s saw several El Niños, including the most intense in recorded history (1997–1998) and two strong La Niñas (1989, 1999), while in the 2000s, two to three weak El Niños (2003, 2004–2005, 2007) and two La Niñas (2001, 2008) occurred. The PDO varied substantially over the 1989–2007 period but showed more warm periods in the 1990s and more cool periods in the 2000s (Fig. 8) including the 1998–2003 period that seemed to signal the long-anticipated shift from the warm phase that began in 1977 (Peterson and Schwing 2003). The NPGO cycled more consistently but there were still periods of stronger and weaker gyre-scale circulation in both the 1990s and 2000s, specifically in the strength of the North Pacific Current (NPC) (Fig. 8).

Univariate analyses.—Analysis indicates that the NPGO cycle had the strongest association with phytoplankton concentration (Fig. 9c; P < 0.0001, R² = 0.103). Periods of stronger NPC (NPGO > 0) had higher chl a concentrations (Fig. 9c). Although the regression between PDO and chl a was significant, only 3.8% of the variance in phytoplankton abundance was explained (Fig. 9b), and ENSO explained a trivial amount of variance (0.3%; Fig. 9a). Chl a concentration evidently tends to be lower under conditions of warmer water and weaker winds (PDO > 0; Fig. 9b).

Similar trends were seen for the relationship between mussel recruitment and the climate indices. The NPGO cycle had the strongest effect on mussel recruitment, explaining 13% of the variance (compared to only 2% for PDO and 0.2% for ENSO; Fig. 10a–c). Trends in recruitment–climate-index relationships were also similar to those of phytoplankton. Recruitment was higher with stronger NPC (Fig. 10c), lower with warmer water (Fig. 10b) and was unaffected by ENSO.

More detailed analyses, by site and/or season, reveal interesting complexities to these overall patterns. First, the signal of NPGO is strong across all four sites, both for chl a and recruitment, although the variance explained differs among sites (3–17.4% for chl a, 6–16% for recruitment; see Appendix A: Table A3 and Fig. 11a for mussels vs. NPGO). The substantial level of unexplained variation is not surprising, given the high month to month variation in chl a and mussel recruitment and the huge differences in spatial scale over which the NPGO index and the chl a and recruitment data were quantified. To explore further whether smoothing the data improved the fit, however, we low-pass filtered the NPGO and recruitment data. This changed the correlations only marginally, however, so we chose to present the results based on the original time resolution (Fig. 11a). The source of the unexplained variation remains unclear, and may require longer time series to resolve.
In contrast to the consistent correlations between NPGO and chl a or mussel recruitment, signal strength of PDO and ENSO varies in space. For chl a and recruitment, PDO effects occurred at FC, SR, and SH (chl a), and at SR only (recruitment), but not at other sites. Similarly, ENSO effects occurred at FC and SR (chl a) and BB (recruitment) but not elsewhere. Second, responses also varied by season with index. Assuming traditional seasons, NPGO effects were strong in all seasons (recruitment) or all seasons but winter (chl a).

PDO effects occurred in spring and summer (chl a) and summer and fall (recruitment), and ENSO effects occurred in spring and summer (chl a) and summer and fall (recruitment; Appendix A: Table A3).

**Multivariate analyses**

Consistent with the univariate analyses showing increases in mussel recruitment with phytoplankton (Fig. 7) and NPGO (Fig. 10c) and increasing phytoplankton with NPGO (Fig. 9c), mussel recruitment
increased with both increasing phytoplankton abundance and stronger basin-scale winds and currents (positive NPGO; Fig. 12). The multiple regression was substantially stronger than the univariate regressions, explaining 50% of the variance vs. 10–16% for the univariate analyses.

**Tide height**

The height on the shore of collectors varied among sites, occurring higher at TK (+2.1 m) and lower at BB (+1.7 m) and YB (+1.25 m) than at the other six sites (Appendix B: Fig. B1). Despite this variation, mussel recruitment did not vary with collector height on the shore at least over this range of heights. We calculated the long-term average mussel recruitment from 2001 to 2006 (the years that the positions of replicate collectors were recorded) and regressed it against height on the shore (m) for each replicate. Mussel recruitment density did not vary with height on the shore ($P = 0.57$, $n = 60$),

![Fig. 5. Annual upwelling season (April–September) chlorophyll $a$ (chl $a$; mean + SE) time series at nine sites along the Oregon coast, 1993–2007.](image-url)
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suggesting that the variation in collector height on the shore was unimportant.

**Sea level**

In apparent contrast to results for tide heights, higher mean sea levels were associated with lower recruitment densities (Appendix B: Fig. B2; \( F_{1,171} = 31.7, P < 0.0001, R^2 = 0.151 \)). This effect seems at least partly due to seasonal variation in sea level, however. During “winter” (October–March), the prevailing southerly storm pattern should raise sea level compared to summer when intermittent upwelling should lower sea level. Deletion of winter values considerably weakens the relationship (\( F_{1,90} = 5.2, P = 0.025 \)), with sea level explaining only 4.4% of the variance in recruitment. The relationship disappears if analysis is confined to May–August, the period of strongest and most persistent upwelling (\( F_{1,60} = 2.33, P = 0.13, R^2 = 0.02 \)). Thus, the pattern appears driven by higher sea level in winter, a period when mussel recruitment is also lowest regardless of year. We conclude that variation in sea level of this magnitude has little influence on mussel recruitment density.
Mussel recruitment and phytoplankton abundance responded similarly to climate fluctuations as expressed in NPGO, ENSO, and PDO indices. Among these, the tightest relationship was with the NPGO (Fig. 11a), with ENSO and PDO having much weaker associations. Although the recruitment data set overlaps with only about one to one and a half full cycles of the NPGO, the tracking of this basin-scale climate pattern (Fig. 11a) by mussel recruitment at all four of the sites with the longest data sets is remarkable and contrasts to the poor association between PDO and mussel recruitment. This result is surprising given that in this region the PDO is well correlated with low-frequency upwelling variability (Chhak and Di Lorenzo 2007). Therefore, the lack of correlation of mussel recruitment with the PDO and the stronger correlation with the NPGO suggests that changes in the large-scale gyre circulation, rather than in upwelling winds, can strongly influence coastal ecosystem processes such as mussel recruitment. Indeed, the difference map of satellite SSH between the periods (1990–1999) when mussel recruitment was lower to (2000–2006), when mussel recruitment was higher reveal a clear intensification of the North Pacific Current (NPC) that is consistent with the NPGO pattern (Fig. 11b, c).

Although the dynamics that link basin-scale changes in ocean circulation with coastal ecological processes need to be further investigated, we propose the following hypothesis: “changes in large-scale ocean advection associated with the NPC modulate the input of nutrient rich water masses into the coastal upwelling system and exert a primary control on low-frequency changes in coastal ecosystem food web structure.” This hypothesis is supported by the strong correlation between the NPGO, chl $a$, and mussel recruitment (Fig. 12). It is also consistent with previous observational studies that link stronger hypoxia/anoxia conditions to periods of stronger intrusion of sub-arctic nutrient-rich waters in the coastal upwelling system (Wheeler et al. 2003, Grantham et al. 2004), which trigger high levels of surface production. Together, these results highlight the sensitivity of dynamic and heterogeneous inner-shelf marine ecosystems to basin-scale variations in climatic forcing. The correlation between climate modes and recruitment can further inform refinements in predictive models of recruitment, a notoriously difficult challenge for marine populations.

**Inter-decadal changes.**—Although the dramatic change in mussel recruitment in 2000 seems mostly strongly influenced by the NPGO, the abrupt change in this measure and the more variable response of phytoplankton abundance (Figs. 2 and 5) suggest that both phytoplankton and mussel recruitment responded in a complex way to several environmental signals.

First, phytoplankton variation did not respond simply to changes in large-scale thermal or current regimes, at
least not on the monthly timescales evaluated here. For example, the 1997–1998 El Niño (warm conditions) evidently spurred higher phytoplankton concentrations than usual (1997 averages were typically higher than previous years; Fig. 5), and the 1999 La Niña (cool conditions) was associated with lower phytoplankton (Fig. 5). Since warm and cool waters are typically associated with low and high nutrients, which usually spur low and high phytoplankton, respectively, the occurrence of high and low phytoplankton with warm and cool waters was unexpected. These patterns suggest that other factors, perhaps coastal currents that transport phytoplankton toward or away from shore during warm or cool water events, respectively, can trump the normal relationship between nutrients and phytoplankton. This is similar to the pattern of low chl a typically associated with headlands where upwelling is often stronger and more persistent than in upwelling shadows or embayments, in the lee of headlands, or downstream from upwelling centers where phytoplankton eventually “bloom” (e.g., Wilkerson and Dugdale 1987, Graham and Largier 1997, Wieters et al. 2003). In contrast, the higher values of phytoplankton seen during ~2000–2003 at many sites (Fig. 5) were associated with mostly neutral ENSO conditions, cool PDO conditions, and intensification of the North Pacific Current, implying southward intrusions of cool nutrient-rich subarctic waters (Fig. 8). Consistent with this, water temperature records from sensors in the low intertidal recorded cooler annual average temperatures from 1999 to 2003 (Menge et al. 2008).

A striking aspect of phytoplankton patterns is how much they varied in space, along a 320-km stretch of Oregon coastline (Fig. 5). While the trends summarized above suggest some measure of generality in space (especially the low chl a values observed in 1999 La Niña conditions), the synchrony of other changes was more limited. Taking both magnitude of chl a and pattern of change into account, cluster analysis identifies approximately five site groupings (Appendix B: Fig. B3). Some of these groups include sites that are geographically close to one another with the odd site more distant (e.g., a mid-coast group that includes SR, YB, SH, and TK, with CB as the geographic outlier; the northern sites

---

**Fig. 9.** Relationship between climate indices at two latitudes (42° N and 45° N) and chl a (as ln [chl a concentration + 1]). For details of analysis and sample sizes, see Appendix A: Table A2.

**Fig. 10.** Relationship between climate indices at two latitudes (42° N and 45° N) and mussel recruitment (measured as no. recruits/d). Lag 1 means that the mussel recruitment data are plotted against the NPGO index for the previous month, the idea being that a recruitment response will be seen to conditions occurring when the mussel larvae were in the water column, which would be in the month leading up to the recruitment measure because larval life lasts about a month or so. For details of analysis and sample sizes, see Appendix A: Table A2.
CM and FC together but separated from BB; the southern site CA with the northern site BB; Fig. S3). With the complex mix of climate influences, and the range of broad coherence among all sites in some years (1999) to these more local-scale idiosyncratic groupings, it seems clear that phytoplankton patterns at a site are a function of a spectrum of influences (currents, upwelling, perhaps local coastal geomorphology) that vary across space and time.

Second, the huge increases in mussel recruitment were associated with the increases in phytoplankton (Figs. 7 and 12) but visual inspection of Figs. 2 and 5 and the scatter of points in Figs. 7 and 12 suggests that high food and the increasing NPGO were only part of the explanation of increased recruitment. Other potential mechanisms include those related to larval transport and post-settlement mortality or enhanced survival in the collectors. Upwelling is known to influence barnacle recruitment (e.g., Farrell et al. 1991, Shkedy and Roughgarden 1997, Dudas et al. 2009) and likely mussel recruitment (e.g., Rilov et al. 2008), so we examined patterns of upwelling across the 1989–2007 time frame of our data sets at latitudes that bracket our region. Inspection of the data (Appendix B: Fig. B4) indicates that the hypothesis of an association between upwelling and the greatly increased mussel recruitment in the 2000s is not supported. Mean monthly upwelling in 2000–2007 was not different from that in 1989–1999 at either latitude (one-way ANOVA; 45° N $P = 0.71$, 42° N $P = 0.16$). We note however that the Bakun index may not be the best reflection of upwelling where it matters for intertidal organisms, in the very inner shelf waters from 0 to 2 or 3 km from the shore. The Bakun index is a relatively coarse measure (pixel size is $1^\circ$ or a rectangle of 180 $\times$ 360 km) and probably best reflects upwelling conditions occurring somewhat further offshore.

As with phytoplankton, mussel recruitment also varied in a complex way in space and time. In terms of
pattern, the sites from TK north were generally similar, and distinct from those at CA and south (Fig. 2). Time series at the southern sites were shorter, but the inter-decadal changes at CA, with data extending back to 1995, were minimal, suggesting that inter-decadal increases in mussel recruitment may have been limited to the sites to the north. In terms of magnitude of recruitment, cluster analysis (Appendix B: Fig. B5) identified a lower-recruitment group (BB, TK, CB, CA, and RP) and a higher-recruitment group (CM, FC, SR, SH, and YB). As with phytoplankton, these groupings include both geographically adjacent sites (SH, YB, and SR; CM and FC) and sites quite distant from each other (BB and TK; CA and RP; FC and SH). Thus, mussel recruitment also appears to vary as a function of a complex combination of large- to local-scale processes.

We suggest that the increase in mussel recruitment that began in 2000 and persisted through about 2004 at most sites was primarily a response to the cooler waters and stronger gyre circulation associated with NPGO with additional variability explained by local-scale influences that are as yet undefined (see e.g., Rilov et al. 2008). Exactly how coastal currents and other processes interacted to produce the change, however, awaits more detailed investigation of physical oceanographic data from the inner shelf (e.g., Kirincich et al. 2005).

**Community consequences**

Have these changes in phytoplankton and mussel inputs had an influence on rocky intertidal communities? Increased phytoplankton abundance evidently increased mussel recruitment, likely through influencing growth, survival or both, of mussel larvae (Figs. 7 and 12). Higher phytoplankton, interacting with intertidal temperature, has also led to increased growth rates of adult mussels (Menge et al. 2008) and shading by intense coastal phytoplankton blooms can reduce the growth of benthic macrophytes (Kavanaugh et al. 2009). Increased mussel growth is likely to strengthen competition for space with indirect consequences on food supply for predators and competitors for space. Specifically, lateral pressures from faster mussel growth is likely to both elevate the rate at which mussels are pushed down into the low intertidal foraging range of their primary predator, the sea star *Pisaster ochraceus*, increase the rate of competitive overgrowth of adjacent space occupants, and increase the rate of recovery from disturbance (e.g., Paine 1974, 1984, Paine and Levin 1981, Sousa 2001, Guichard et al. 2003). Thus, bottom-up impacts seem likely to have influenced the link between phytoplankton, a key food of many invertebrate zooplankton (Vargas et al. 2006), mussel larvae, and the dynamics of established mussel beds.

Has mussel abundance responded to the increased supply of mussel recruits? As will be reported elsewhere, the short answer is no. First, from regional to near-global scales, abundance of mussels seems generally insensitive to among-site differences in recruitment rate (e.g., Menge et al. 2004, Wieters et al. 2008). Second, and more specifically in Oregon, no persistent temporal change in mussel abundance was observed related to the dramatic increase in mussel recruitment in 2000 and subsequent years (B. A. Menge, F. Chan, K. Nielsen, J. Lubchenco, G. Hudson, M. Foley, and M. Robart, *unpublished data*).

The reason for this lack of response appears to be rooted in species interactions and diversity in dynamical responses. Mussels can be long-lived and potential for population changes may be strongly buffered by storage effects (Warner and Chesson 1985). Alternatively, mussel abundance onshore can be strongly influenced by facilitation from barnacles (Menge 1976, Berlow 1997, 1999). In experiments, increases in mussel abundance are strongly dependent on a high cover of barnacles, which provide rugosity for mussel recruits and juveniles. If barnacles are removed after settlement, mussels do not colonize experimental plots (Menge 1976, Berlow 1997, 1999). As will be detailed elsewhere (B. A. Menge, F. Chan, K. Nielsen, J. Lubchenco, G. Hudson, M. Foley, and M. Robart, *unpublished data*), a lack of responses in barnacle recruitment comparable to that of mussel recruitment in part may underlie the lack of change in mussel abundance.

**Climate impacts on coastal ecosystems**

Phytoplankton and mussel recruitment increased dramatically in the 2000s, but as summarized above, the impact on coastal ecosystems has thus far been relatively subtle. Are these changes a reflection of climate change? And are we likely to see more or larger
changes in the near future? At this point, the answer to both is that we don’t know. In the short term, the magnitudes of both response variables have in the last few years (2006, 2007) moved back to values closer to pre-2000 values, so it is possible that these changes were relatively transient and reflect natural cycles in dominant modes of climate variability. It is important to note, however, that climate modes such as the NPGO may themselves be subject to modulation by anthropogenic climate forcing. For example, climate model projections highlight the potential for increased variance in NPGO under future greenhouse gas emission scenarios (Di Lorenzo et al. 2008). As a result, the sensitivity of inner-shelf production and mussel recruitment to the NPGO may serve as a key mode of climate-ecosystem linkages in coastal systems. Over longer timescales, climate models generally suggest major but sometimes conflicting future changes in coastal oceanography (Bakun 1990, Vecchi et al. 2006). With other changes, such as hypoxia/anoxia along the Oregon and Washington coast (Grantham et al. 2004, Chan et al. 2008), the responses seen so far off Oregon (phytoplankton concentration, mussel recruitment, mussel growth) have been to critically important components of coastal ecosystems, but so far these systems evidently have been relatively resilient to these changes. Mechanistically, all these changes are linked to a common set of oceanographic changes, including shifts toward stronger upwelling-favorable winds (Diffenbaugh et al. 2003) and cold water intrusions from the subarctic (Peterson and Schwing 2003, Grantham et al. 2004, Chan et al. 2008). These shifts are consistent with model predictions of impacts of climate change on coastal oceans, but we cannot as yet attribute them to climate change. A key question is thus at what ecosystem state will a threshold be reached that will shift the system into a new, alternative state, and how might this be related to climate change? We cannot answer this question either, but believe that investigating the actual mechanisms that underlie the ecosystem responses seen to date may offer valuable insights.
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APPENDIX A

Five tables analyzing temporal patterns of mussel recruitment, temporal patterns of chlorophyll a, univariate analyses of effect of climate patterns on mussel recruitment and chlorophyll a, multiple regressions of effects of climate patterns on mussel recruitment and chlorophyll a, and linear regressions among the different climate patterns (Ecological Archives M079-013-A1).

APPENDIX B

Five figures showing variation in average tide height of mussel recruit collectors, relationship between mussel recruitment and sea level, cluster analysis of similarity of chlorophyll a among sites, Bakun upwelling indices from 1989–2007, and cluster analysis of similarity of mussel recruitment among sites (Ecological Archives M079-013-A2).